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AI model uses quantum maths 
to learn like a human

  Two hedge fund quants say they have built a 
machine learning model that — like humans — 
is able to learn broad ideas from small amounts 
of data.

Kharen Musaelian and Dario Villani – 
co-founders of artificial intelligence hedge fund 
Duality Group, and recipients of Risk’s 2016 
Buy-side quants of the year award – say that by 
using the maths of quantum mechanics to encode 
data in a richer form, they have created a model 
with the capacity for abstraction and analogy that 
might unlock true quantum supremacy.

In a benchmark AI test, reading handwritten 
digits from the industry-standard MNIST dataset, 
the model learned even with a few hundred 
images. Other machine learning models might take 
tens of thousands of images to achieve a similar 
level of accuracy.

Musaelian and Villani claim this is the first 
example of pre-statistical learning, where a model is 
able to structure data into self-generated concepts 
and categories, as humans do.

The more data, the sharper the concept. With 
lots of data, the model might see a cat as a cat, with 
less data, as a feline. The system endogenously 
decides how many concepts to generate, 
commensurate to the amount of data, rather than 
following predetermined rules.

Sceptics might suspect hype, but backers of the 
start-up – which will operate under the name 
Qognitive, Inc – include tech venture capital firms 
Ribbit Capital as lead investor and 
Raptor Capital Management.

The company counts on its advisory board, 
among others, Alessio Figalli, a Fields Medallist, 
and Tomaso Poggio, a professor and the director of 
the Center for Brains, Minds and Machines at the 
Massachusetts Institute of Technology, who has 
worked with high-profile AI start-ups 
including DeepMind.

At the time of writing, Villani and Musaelian’s 
hedge fund, Duality Group, has just started using 
investing signals generated using the new 
approach. But possible applications in areas such 
as robotics and medicine go far beyond 
quant finance.

Because the model uses the mathematics of 
quantum mechanics — although for now it runs 

on classical computers — the approach is 
tailor-made for quantum computers, Musaelian 
and Villani say.

Quantum encoding
A key innovation has been to encode the data in a 
way that captures richer meaning at the cost of 
some uncertainty. The model encodes data “as a 
quantum state” – in technical terms, as a vector in 
a Hilbert space, Villani explains.

“Every observable in the model is an operator, 
not a number — in the same way as the position 
or momentum of an atomic particle in quantum 
mechanics is an operaitor of which you can 
compute the expected value but not a sharp 
number. It’s a number with uncertainty around it.”

Where statistical models label each piece of 
information and effectively isolate it from other 
data, the quantum model treats data as fluid — the 
expected value of an operator can change 
depending on what’s happening to other 
data elsewhere.

Because other machine learning models 
categorise data, effectively organising it into discrete 
buckets, they require exponentially larger datasets to 
train as models increase in complexity – the 
so-called curse of dimensionality.

For a stock market time series, a model might 
use categories, or ‘features’, such as price levels, 
volatility and company sector, say. To determine 
something meaningful about a given stock, the 
model must have trained on enough data with the 
relevant set of labels.

A model with four features that adds another 
feature needs enough data to learn about the fifth 
in combination with all other combinations of the 
existing four. A model with 15 features, each 
allowing only two possible outcomes, would have 
more than 32,000 combinations. The number of 
data points required for a model to learn about 
each combination could be many millions.

The Qognitive model, though, learns from all 
the data, rather than relying on data in the most 
relevant categories. Adding new features demands 
much less extra data to train because the 
computational demand grows linearly, rather 
than exponentially.

The new system is also able to represent 

relationships in the data that are 
context‑dependent, its creators say.

Useful errors
There’s a price to pay, though. Like humans, 
Qognitive’s system makes mistakes. In fact, just as 
in the human brain, uncertainty is the cost of the 
model being able to learn by analogy.

“We’ve evolved to be able to process gigantic 
amounts of inputs without facing the curse of 
dimensionality,” says Villani. “But the price we pay 
is cognitive fallacies, as has been demonstrated in 
the nascent field of quantum cognition.”

This marries with the view of some AI experts 
that believe making mistakes is related to the ability 
for human-like thought. Alan Turing famously said 
in 1947 that if a machine were expected to be 
infallible, it could not also be intelligent.

AI scientists that shoehorn data into the rigid 
language of statistics create machines that are more 
certain, but require masses of data to learn. “The 
confines of statistics prevent the system from 
abstraction, creating analogies, having a sense of 
context,” says Villani.

Ambitions
The quants emphasise that the new approach will 
not supplant statistical systems, and instead has 
different strengths. “Newtonian physics is what 
takes you to the moon,” says Villani. “It’s not 
quantum mechanics.”

That said, the quantum approach replicates 
statistical learning in the limit of a small enough 
number of features and a large enough volume of 
data, he explains. Statistical learning, by contrast, 
cannot learn its way to replicating the 
quantum approach.

Qognitive has filed for patents for its processes.
Meanwhile, the quant signals generated by the 

model for Villani and Musaelian’s hedge fund are 
orthogonal to conventional signals created using 
the same data. That creates an opportunity to 
diversify across signals, Villani says.

The signals also exhibit less alpha decay, he says, 
most likely because other hedge funds are not 
trading them, and possibly because the model is 
able to adapt to changing markets more quickly 
due to the need for less training data. ■
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